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ABSTRACT

The real-time channel simulator described is an experimental
apparatus designed not only to model a wideband channel, but
also as a flexible machine for experimentation in propagation
models and effects. We describe the signal processing tech-
niques used to model fading phenomena as well as the use of
high speed quadrature signal processing in the frontend.

1. INTRODUCTION

Cheap, reliable and repeatable tests of mobile communi-
cations gear are needed to check novel schemes of modulation
and coding. For example, in order to test a new channel equal-
ization algorithm, it is of critical importance that the algorithm
be checked against a channel with varying types of impairments
including fading and co-channel interference. Without a channel
simulator, repeatable measurements are difficult, if not impossi-
ble. Furthermore, when a prototype is constructed, then real time
measurement of the effects of channel "defects” on receiver per-
formance. (see [1] for an example of such measurements). This
is particularly true in the "real world", where propagation condi-
tions are often intermittent and erratic.

Non-realtime (software) channel simulators have been
designed and built for testing the effects of varying propagation
on co-channel interference, handoff prediction, bit error rates and
so forth. While non-real time simulators are beneficial for con-
firming the predicted performance of a given modulation and
coding scheme, they do not permit the evaluation of real equip-
ment with fundamental limitations of power, weight and finite
word length. Not to mention bugs.

The real-time channel simulator described in this paper is
an experimental apparatus designed not only to model a wide-
band mobile chamnnel, but also as a flexible machine for
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experimentation in propagation models and effects. To begin,
the underlying channel model will be described. Following this
review, the signal processing algorithms, hardware and software
will be detailed.

2. PROPAGATION MODEL

Given a transmitted signal 7(1) = Re {s(t)e’™"'} where
5(t) is a complex valued information signal and ©, is the carrier

frequency, the  simulator’s output must be
R(t) = Re {p(1)e’®') where
p(t) = Yo si(r — T,)eje‘ + n(t). o))

k=0

Where each path from a transmitter to a receiver is described by
its fading function amplitude (o), its carrier phase (8,) and its
path delay (t,). The added received noise (n(¢)) is a time vary-
ing signal added to the attenuated transmitted signal. Each path
can have a noise function as well as a general noise function that
all signals are subject to, such as a noise source close to the
receiver. The complex information signal for a given path can be
written in its component parts as

it = 1) = Lt — 1) + jQu (1 ~ 1) 2)

For reasons to be discussed in the filter software section,
the model requires the fading function to be complex valued.
The model is illustrated on the top of the next page in Figure 1.

It is possible to replace the fading function with the aggre-
gate noise function of the model if the T, is set to an appropriate
delay and o, models the noise. The noise in each path can also
be included in each o, function. The fading model will be dis-
cussed in section 4.
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Figure 1. The Fading Model

3. Hardware

Current cellular radio channels have a bandwidth of 6
Mhz and are transmitted between 890 and 960 MHz. Therefore,
the RF input signal must be down-converted before sampling.
The 6 MHz bandwidth yields a 3 MHz baseband signal, and if
the down modulation is performed to center the down modulated
signal around the baseband, a 10 MHz digital clock more than
suffices for A/D conversion.
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Figure 2. Simulator General Block Diagram

The RF oscillator is under the control of a workstation and
is set to the proper frequency, depending on the transmitter car-
rier, to give the desired baseband into the analog to digital (A/D)
converters that are part of the RF Frontend.

The RF front end heterodynes the input down to a 70 Mhz
IF by mixing the oscillator output and the RF input from the
transmitter under test. Following a 1.25 Mhz SAW bandpass fil-
ter, the input signal is sampled by a fast A/D converter. The out-
put of the converter is oversampled and filtered by a GrayChip
GC1012 Digital Receiver under control of a small microproces-
sor. It outputs aligned I and Q channels [2]. The I and Q chan-
nels are run to the signal processor backplane via cables.

Schiissler [3][4] uses an analog complex modulation
scheme to derive the inphase and quadrature (I and Q)

components. Each of these are low pass filtered and passed to
separate A/D converters. Here however, we use a completely
digital complex mixer.

The fading channel simulator is made up of twelve cards,
each which simulates one of the possible paths from transmitter
to receiver. If we allow the digitized signal input to the simula-
tor to be described by u(k) = I(k) + jO(k), and the fading
function generated for each path to be given by k, (k), then Fig-
ure 3 schematically shows the operation of one of the simulation
cards.
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Figure 3. Simplified Simulator Board

The Fading Sequence Generator provides a complex value
every 1/256 of the system clock rate. The digital interpolator
then provides an input to the multiplier on every clock cycle;
however note that the output is just latched, thereby providing a
zero-order hold [5]. There are two multipliers, one for I and one
for Q. Similarly, there are two adders to add the output from the
previous card with the current card in real time.

At the end, the RF backend up-converts the simulator I
and Q outputs back to RF, using the inverses of the above fre-
quency conversion and sampling methods, so that the receiver
under test can accept it as input.

The Fading Channel Simulator block of Figure 2 can then
be given as Figure 4 where each block, v, performs the function
of Figure 3.
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Figure 4. The Fading Channel Simulator
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4. SOFTWARE

4.1. Fading coefficient generation

The Fading Sequence Generator of Fig. 3 is modeled as
Figure 5:
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Figure 5. The Fading Sequence Generator

The statistical average of the fading functions are Ray-
leigh distributed. Such a process can be simulated by choosing
two numbers, one for I and one for Q, with mutally independent
Gaussian statistics that have zero mean and equal unit variance.
The Random Number Generator of Figure 5 takes uniformly dis-
tributed and independent white noise random numbers and con-
verts them into Gaussian distributed random numbers by shuf-
fling and adjusting the mean. A pair of these Gaussian numbers
are taken to be the real and complex (I and Q) part of the fading
sequence. However, these numbers alone do not lead to power
spectra for the process that agree with measured data. Therefore,
the transfer function, A (z) must transform the power specira into
one that corresponds to the environment, including the type of
antenna in use and the speed of the vehicle. Both Clarke [6] and
Bajwa and Parsons [7] have verified the received power spec-
trum at an antenna can be represented by one of the three power
spectra in Figure 6.
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Figure 6. The Fading Model Power Specira

Case number one is the typical spectrum a vertical mono-
pole antenna receives from a line of sight transmission or from a
large amount of local scattering. Its power density spectrum,
®(w), is approximated by

av
(o) = {V1 - (0/ap)? || < op 3)
0, o] > oy

where @p, is the Doppler frequency (f from equation (1) times
2m) and a is its amplitude,

The second case of Fig. 6 occurs when signals come from
directly ahead of or behind a car like when, for instance, a
mobile is driving down a city street. The power spectra is
approximated by a Gaussian shape

D(w) = 72 o)

that is shifted by the Doppler frequency ®,. Note that the spec-
tra can be non-symmetrical about @ = 0. Therefore, to simulate
this power spectra, one must specify the two Doppler frequen-
cies, @p_ and ©p., the bandwidth of each spectra, A®_ and
A, and the amplitudes, a, and a_, of each spectrum.

Finally, the third spectrum in Fig. 6 occurs when echoes
also incur scattering. It also represents the spectra seen by a ver-
tical loop antenna in the plane of vehicle motion. It is character-
ized by:

2
O(w) =a _M_D)_ 5)

V1= (/e )?

Note that it too can be asymmetrical about @=0, so two ampli-
tudes, a, and a_, and two Doppler frequencies, ®p, and @, _,
must be specified.

With regard to equation (1), and the fact that mobile chan-
nels lie in the 890-960 MHz carrier range, it is possible to imple-
ment the power spectra shaping as either lowpass or bandpass
digital filters. A higher carrier frequency would have a higher
Doppler shift for a car traveling at some velocity. Then, in mod-
eling an environment at maximum shift conditions, that is, 960
MHz carrier with a mobile velocity of 80 Miles/Hour (128.7
Km/Hour) and all waves coming from in front of or behind the
mobile (cos(a) = 1), the Doppler shift would be only 411.8 Hz
(2589 K-rad). This justifies the feasibility of the
lowpass/bandpass model.
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Then, to simulate the first function in Fig. 6, it is possible
to filter each of the noise sources with identical low pass filters,
resulting in equal power spectra out for both the imaginary and
real components. The Gaussian distributed noise generator sup-
plies numbers that have identical power spectra to the input of
each channel. It is not as trivial, however, to generate the asym-
metric spectra of the second and third functions of Figure 6.
Lowpass filters (and bandpass filters that are transformed low-
pass filters) are symmetric about @ = 0. Schiissler describes the
necessary operation as a Hilbert ransformer implemented as two
allpass filters, each of which shapes either the upper half or the
lower half of the filter spectrum. What is actually done is a com-
plex modulation of the filtered real and imaginary parts to
remove unwanted sidebands and join the two desired spectra
together. The H(z) block of Figure 5 can then be realized by the
figure below:

Figure 7. The Filter Model, H(z)

In Fig. 7, the filter functions H,(z) and H,(z) are symmetric
lowpass or bandpass filters. At a minimum, they are fourth
order. Their output can be labeled I (k) and Q(k) for the first fil-
ter model of Fig. 6. However, for the other two filter models, the
rest of the network of Fig. 7 is required. p, and p, are allpass
phase splitting networks (see Gold and Rader [8) for the details
including state diagram and coefficient derivation). The gain for
each branch in the network is unity but the outputs, g, (k) and
€., (k), are exactly 90° out of phase. By adding the outputs of p,
(§,1 and §;;) in the manner shown (§,, — 7€;1), the spectrum
for @ > 0 is obtained and the spectrum for ® < 0 is zero. Also,
by adding the outputs of p,, the spectrum for @ < O is obtained
while the spectrum for ® > 0 is zero. Then, the desired output
spectrum k(k) (for Fig. 6, parts (2) and (3)) is obtained by
adding the upper and lower frequency parts together. Note then
that H(z) shapes the frequency response for ® > 0 and H 2(2)
shapes the frequency response for ® < 0. Also note that the fre-
quency response of the functions in Fig. 6, parts (2) and (3) have
zero magnitude at @ = 0.

4.2. Software library

The fading coefficients are generated on a AT&T DSP-
32C. With a 40 Mhz clock, it has a 100 n.s. cycle time and when
effectively pipelined, can perform 10 MegaMAcs (MAc = Multi-
ply Accumulate) per second.

The output sample clock for the DSP-32C is generated by
either an external oscillator or dividing down 10 Mhz by 256
(=39Khz). The output of the DSP is latched so before going to
the complex multiplier. Since the sampling rate of the DSP is so
slow, the fading output can use the serial port of the DSP.

The DSP program is cross compiled on the workstation
and saved in a library. Depending on the fading function and
noise environment desired, a different fading function can be
loaded into the DSP’s fast static program memory via the parallel
interface shown in Figure 2.

Given the 39 Khz sampling rate of the fading channel and
the 10 Mhz instruction clock (there are 4 minor cycles per
instruction), then the DSP can execute approximately 256
instructions in the sample loop. These cycles are divided into
fading computation and noise computation. Obviously, the pro-
grams must fit within the tight time bounds of the sample clock.
Slower sample rates clearly permit larger programs.

5. CONCLUSIONS

The novel features of this simulator include the fully digi-
tal means of dividing the inphase and quadrature inputs and gen-
erating quadrature outputs. A large dynamic memory in the
computer interface enables the capture of input and output data
for further analysis while the fully digital quadrature processing
effectively eliminates phase errors and overwrought RF process-
ing.
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